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2001 is Past, but where is Hal? 
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We need machines
 with more 
Commonsense Knowledge and 
Commonsense Reasoning
(See web.media.mit.edu/~minsky)

COMPUTERS and COMMON SENSE

No program today can distinguish a dog from a cat, or recognize objects in typical rooms, or answer questions that 4-year-olds can!

Robots that can do “everyday work” will need large bodies of commonsense knowledge, and also they must be able to use many different “Ways to Think.”
What went wrong with AI Research?

In Physics, one gets a Nobel Prize for recognizing a theory’s deficiencies.

In AI research, one conceals limitations, to keep one’s Investors

Example: Denying the limitations of 
non-recursive Neural Networks.
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‘When we give educated people the kinds of figures
shown below, and ask,

4 /s to B as C /s o which of the following figures?”

they usually point to "Figure 3":

People do not usually consider such questions to be
matters of "logic". Thei/ feel that other, different mental
activities must be involved. Could any computer program
solve this sort of problem? Some people argued that this
needs some “intuitive” sense of shapes and relations that
computer programs could not have.

Yet the program of Thomas G. Evans scored
as well on'such tests as did 16 year olds.
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Terry Winograd 1970 

Controlling a Robot with Verbal Commands
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A "Rule Based Expert System”
(part of thesis)
Terry Winograd, 1970

Cleartop X:
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Get-rid-of Y and
Assert " Cleartop X

PutXOnY

If X is not Y, Then
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Progress in AI research was rapid till around 1980. 
But then, most researchers focused on only some single approach—and the field split into specialties like these:.

Reinforcement Learning        Needs better Credit Assignment

Rule-Based Systems                                    Do not scale up well

Neural Networks                 Don’t support Reflective Thought

Statistical Methods               Don’t support good Abstractions

Formal Logic                              Too rigid to exploit analogies

Genetic Programs       Can’t represent “negative” knowledge

Baby Machines              Never developed high cognitive levels

Insect-like Robots.         Never developed high cognitive levels

Each method works well for some types of problems, but not for most others. We need to understand more about when and why each method works.

Building a Brain

Insulation.    If an animal’s parts interacted too much, its evolution would slow down—because each mutation would have too many bad side effects. This is why complex animals evolved to be mainly composed of separate parts called “organs—which limited interactions. Computers work because flip-flop gates insulate them from transistors’ properties.

That's why neurons are mainly interconnected by well-insulated ‘coaxial cables’ that keep out most other signals (and chemicals).  

Conjecture: the most important step was evolving our cortical columns, which insulate high-level functions from lower-level artifacts. 

Cortical Columns

Date: Sun, 24 Apr 1994 11:42:50

From: minsky@media.mit.edu

Newsgroup: sci.bio.evolution

We need a large-scale brain-mapping project to trace a few billion fibers through a single sectioned human brain and, of course, another primate or two.   I can't find any example of a complete micro-wiring diagram of, say, all the cells and connections within a single cortical column. There are lots of "functional" data from isolated implanted electrodes. But how are we supposed to understand this machine without any nice, locally complete wiring diagrams?  It seems to me the neuroscience community should demand a database that describes all the axons, cell bodies, and dendritic branches of, say, a single a square millimeter "core" from top to bottom of mammalian cortical columns.

Vernon Mountcastle, 2003

The basic unit of the neocortex is the minicolumn of 40–50 m transverse measure. Minicolumns are linked into columns which contain an uncertain number of minicolumns, perhaps 50–80. … Columns vary in size by a factor of 1–2 in brains which vary in total surface area by three orders of magnitude.

Neurons in minicolumns possess a certain set of properties in common…  but different cell phenotypes possess other properties which differ.

Minicolumns show considerable similarity between different neocortical areas, but … differ in connectivity, synaptic transmitters, other biochemical determinants, etc. … the intrinsic cortical operations are not identical between different areas in the same brain.
Cytoarchitectural differences between different cortical areas are the result of sometimes sudden and in other cases gradual differences. … Cortical laminae as such are not functional entities.
A major objective of current research is to determine the intrinsic operations in minicolumns and columns.  … 
SNARC synapse, 1950 [image: image5.wmf]
Confocal Scanning Microscope, 1956
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My mentors: W.S. McCulloch, G.A.Miller, SNARC 1948-51, Selfridge, Solomonoff, 1955-60, McCarthy, Papert, Winston, Fredkin, etc.

Psychology: Pavlov, Skinner, Estes, etc – reinforcement.  “Behaviorism”kept psychology from changing from 1900 to 1950.
Cognitive Science: Wundt, Galton, James, Freud(…..(Newell-Simon, Miller-Pribram, etc.
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Evolution of Human Brain
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Estimated divergence dates in megayears. Science, 13/4/2007

Just a few genes could make a brain larger, 
but these could cause serious handicaps - - -

Larger brains would be slower and heavier.

… Would require more food for sustenance.

… would take longer to grow and reproduce.

… would make birthing more difficult.

… would tend to have longer reaction times.

- - unless each such increase also came with
some major improvement in processing!

Humans Evolved New Abilities 

- - - to construct New Ways to Think!

· - - to manage more sets of Resources 

- - - to switch among multiple Representations

- - - to recognize different Problem-Types

- - - to Deliberate, Reflect, and Self-Reflect.

- - - to simulate other’s mental behaviors.

· - - etc.

If too much capacity became available too early, it would tend to get filled with infantile stuff.  Presumably, this forced us to develop in a sequence of mental stages. 

How to make Resourceful Machines?
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Answer: Use multiple ways to do each thing!

"Understanding" means having multiple ways
to deal with different aspects of things!

If you 'understand' something in only one way, then you don't 'really' understand it at all. 
The secret of what some symbol 'means' to us lies in our representations of how it connects to the other things we know.
A symbol with only one meaning-sense confines your thoughts to a single track.  Then if that doesn’t work, your mind will get stuck. 
By building networks with multiple senses, then when your first attempt doesn't work, you can examine ideas from different perspectives—and be more likely to find better methods.
We do this on at least Six Levels!
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(Psychological theories should start with more parts than they need!)

Seeing A Mind as a Cloud of Resources
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Each of our mental states results from activating some set of resources.   
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We call some of these states “emotional.”
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We call other such states “intellectual.”
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(Emotions are just ways to think!)

 Our CRITIC-SELECTOR model of mind.

When you get stuck, you can change your approach—if you can diagnose what went wrong!!!
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If a problem seems familiar, try reasoning by Analogy.
If it seems unfamiliar, change how you’re describing it.
If the problem seems too hard, divide it into several parts.
If a problem is too complex, replace it by a simpler one.
If no other method works, ask another person for help. 

A Few of our Human ‘Ways to Think’ 

Whenever some mental process gets stuck, your mind may engage so many different resources that you end with a different Way to Think.
Analogy:       How did you do similar things in the past? 
Planning.                   Break problems into smaller parts. 
Simplify.             First ignore seemingly difficult aspects.
Reformulate.                 Find a different Representation. 
Simulate.       Do mental experiments in Virtual Worlds.

Emotions.       Each ‘emotional state’ is a Way to Think.

Contradiction:   Try to prove the problem unsolvable

          (and find a flaw in that argument.) 
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Narratives in Natural Language,  Story-Like Scripts, made of Chains of Trans-Frames, etc.
COMPUTERS and COMMON SENSE

Many computer programs today surpass human performances at specialized jobs. But each works only in one small domain.

No program today can tell a dog from a cat, or recognize the objects in a typical room, or answer questions that any 4-year-old child can!

Examples of Commonsense Thinking
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Physical: What if I pulled out that bottom block?

Social: Should I help with his tower or knock it down?

Emotional: How would he react to that?

Mental: I forgot where I left the arch-shaped block.

Bodily: Can I reach that arch-shaped block from here?

Visual: Is the long flat block behind that stack?

Tactile: How would it feel to grab three blocks at once?

Spatial: Could I build them to make a table?

Examples of Commonsense Knowledge

· You can use a string to pull, but not push.

· People usually go indoors when it rains.

· Things fall if not supported. 

· It annoys people when you interrupt them.

· It is hard to stay awake when you’re bored.  

· No one else can tell what you’re thinking.

· If you break something, you must replace it.

· It’s hard to hear speech in a noisy place.
We each know millions of things like these.

To retrieve relevant knowledge, each thing we know needs lateral links to other fragments:

Types of Problems it might help solve.

Types of Goals it might promote.

Other things it is similar to.

Typical Cases for using it.

Context cues to suggest relevance. 

Analogies to other things we know.

Things it could be mistaken for.

Bugs that might come from using it! 
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Brains Must Support High-Level Representations!

Statistical and ‘connectionist’ representations make it hard to represent ternary relationships. “ Semantic networks” are better for this.
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Neural vs. Semantic Networks

Numerical links are opaque to high-level reasoning.
Learning and high-level Credit Assignments.

There is too little information  in "win, lose or draw," so each play of the game must yield much more information.   If a goal is achieved, its subgoals are reinforced; if not they are inhibited.” (See Allen Newell 1955.)

More generally, when you achieve a goal, you should assign some credit for this to the higher-level strategy that you used to divide that goal into subgoals.   Then each such experience can be used to refine your strategies—if you can find when and why each of your actions actually helped.
Traditional “learning theories” were based on how animals ‘reward’ the acts that have led to success.  Conjecture: we humans learn far more by understanding why each failure failed to work!
Making useful Panalogies.
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“Charles gave Joan the Book”
About 6 million years ago, our ancestors diverged from our other Primate relatives.





What kinds of changes in our brains could have  produced our new and unique abilities?
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Multiple Levels of Representation























































































































































































































































Narratives in Natural Language �Story-Like Scripts, made of



    Chains of Trans-Frames��                Frame-Arrays��              Picture-Frames��           Semantic Nets��        K-lines��     Neural Nets��   Polynemes��Micro-nemes
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The Critic-Selector Model.
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Analogous structures in Physical�Verbal�Social�Visual� Haptic�Dominion �Procedural�etc., Realms.
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